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Agents N = {1, ..., n} are reasoning about theirselves. At any time
an agent is in some state that we describe by pair (x;(t), r;) for
i-th agent at step t, where r; is a contant parameter for an agent
and could be one of g; values, x;(t) is a binary parameter that
describes a wish of an agent to be active or passive at time t. An
agent makes this choice at time t > 0. Let x;(0) = 0 for any /.
(Fedyanin, 2017)
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Agent’s observations

All agents observe x;(t) when time is later than t and some agents
can observe some r; at time t = 0. We will specify who observes
who by a square matrix O = {o;;}, where o0j; means that i-th agent
observes r;.

Let ¢ be a public announcement at t = O. Let w(¢) be a set of
possible worlds in which ¢ is true. Amount of eleminated worlds by
¢ is the only property of ¢ that we will use so we avoid difficulties
with syntactic properties of certain public announcements (based
on idea from Aumann 1999a).



Actions and activation algorithm

Let x;(t) = O if there is j such that i-th agent does not know r; at
time t no matter by observations or by reasoning.

Let x;(t) = 1 if there is no j such that i-th agent does not know r;
at time t no matter by observations or by reasoning.



Muddy Children Puzzle

Muddy Children Puzzle: o;j = 1 iff i # j, and o;; = 0 for any i and
J. (Gierasimczuk N., Szymanik J., 2011) Classic: n =3
(Littlewood, 1953)

The basic story of the puzzle is as follows (if it's required). Three
children have muddy faces, and each can see the others faces, but
not his own. A teacher announces to the children: "at least one of
you has a muddy face”. Then he asks: " Do you know whether your
face is muddy or not? If so, raise your hand”. No child raises a
hand. Then, after some time, the teacher asks the same question,
and again no child raises a hand. Some more time passes, and
when asked the question a third time, each child raises his hand.



Optimization problem. Epistemic planning (Ghallab M. et
al, 2004)

Let Thmax be a number that for any t > Tax and for any i holds
xi(t) = 1 an there is no t < Tpax that for any i holds x;(t) = 1.
We will vary ¢ and O to get minimal value of T,.x.

" Brute force” solution requires estimation of at least 22" ~1n
variants so complexity is
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Restrictions

We solve optimization problem for any given amount of unique
eleminated by public announcement ¢ possible worlds
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Analisys of epistemic planning for a single player

An amount of unique eleminated possible worlds (horizontal),
an amount of unique observations (vertical).
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Analisys of epistemic planning for 2 players

An amount of unique eleminated possible worlds (horizontal),
an amount of unique observations (vertical).
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Analisys of epistemic planning for 3 players

An amount of unique eleminated possible worlds (horizontal),
an amount of unique observations (vertical).
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An amount of unique eleminated possible worlds (horizontal),

an amount of unique observations (vertical).
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The question is can we find analytical solution on this restricted
optimization probems and explain and predict these crashes
monotonity analytically.

The answer is yes, at least for special cases.



Example of optimal solution for activation on the first step

A matrix of observations.
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Example 1 of optimal solution for activation on the second
step

A matrix of observations.
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Example 2 of optimal solution for activation on the second
step

A matrix of observations.
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